Nonlinear multiple passage effects on optical imaging of an absorption inhomogeneity in turbid media
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ABSTRACT

We report on the effect of the nonlinear multiple passage on optical imaging of an absorption inhomogeneity of finite size deep inside a turbid medium based on a cumulant solution to radiative transfer. An analytical expression for the nonlinear correction factor is derived. Comparison to Monte Carlo simulations reveals an excellent agreement. The implication on optical imaging is discussed.
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1. INTRODUCTION

The principle of optical imaging of turbid media (such as tissues) is to locate and reconstruct the optical properties (absorption and scattering coefficients) of embedded inhomogeneities (such as tumor) in the hope of identification by inverting the difference in time-resolved or frequency-modulated photon transmittance due to the presence of the inhomogeneities through either iterative or noniterative methods. The key quantity involved is the weight function which quantifies the influence on the detected signal due to the change of the optical parameters of the medium. The diffusion approximation to radiative transfer provides an adequate model for the weight function (or Jacobian) for a small and weak absorption inhomogeneity far away from both the source and the detector. However, the weight function predicted by the linear perturbation approaches is no longer valid when the absorption strength is not small. This can be attributed to the multiple passage of a photon through one single abnormal site.

The change of the light intensity $\Delta I$ at the detector $\mathbf{r}_d$ due to the presence of an absorption site at $\mathbf{r}$ from a modulated point source at $\mathbf{r}_s$ is expressed as

$$\Delta I = -\delta \mu_a V G(\mathbf{r}_d, \omega | \mathbf{r}) G(\mathbf{r}, \omega | \mathbf{r}_s)$$

(1)

to the first order of Born approximation where $\delta \mu_a$ is the excess absorption of the absorption site whose volume is $V$, $\omega$ is the modulation frequency of light, and $G$ is the propagator of photon migration in the background medium. Here, the Green’s function $G(\mathbf{r}_2, \omega | \mathbf{r}_1)$, in general, depends on the detail of light scattering inside the medium, and the incident and outgoing directions of light.

When the absorption strength is not small ($\delta \mu_a V \neq 1$), photon loss due to multiple passage of the absorption site is appreciable and cannot be ignored. The expression for $\Delta I$ in Eq. (1) needs to be modified to include the contributions from multiple visits of the site by the photon. Fig. 1 illustrates the most important correction (a “self-energy” correction) which takes into account the repeated visits made by a photon to the site up to an infinite times.
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Figure 1. Self-energy correction to the multiple passage effect on light absorption.

Assuming that the center of the absorption site is located at \( \mathbf{r} \) and far away from both the source and the detector, the change of the detected light, \( \Delta I \), is now given by

\[
\Delta I = -G(\mathbf{r}, -\mathbf{r} ; \mathbf{r} \delta \mu_a, \mathbf{r} \sum_{n=0}^{\infty} \frac{(-\chi_{\text{inhom}} R)^n}{n!} G(\mathbf{r}, \omega | \mathbf{r}_s) 
\]

\[
= -G(\mathbf{r}, -\mathbf{r} \frac{\hat{V} \delta \mu_a(\mathbf{r})}{1 + \chi_{\text{inhom}} R \hat{V} \delta \mu_a(\mathbf{r})} G(\mathbf{r}, \omega | \mathbf{r}_s)
\]

where

\[
\chi_{\text{inhom}}(\omega ; R) = \frac{1}{V} \int V G(\mathbf{r}, \omega | \mathbf{r}_s) d^4 \mathbf{r}_s
\]

is the self-propagator which describes the probability that a photon revisits the volume \( V \) of size \( R \). Here \( G(\mathbf{r}, \omega | \mathbf{r}_s) \) and \( G(\mathbf{r}, \omega | \mathbf{r}_s) \) are well=modelled by the center-moved diffusion model as long as the separations \( |\mathbf{r}_d - \mathbf{r}_s|, \mathbf{r}_s - \mathbf{r}| \gg l_r \) where \( l_r \) is the transport mean free path of light in the medium. However, the diffusion Green’s function can not be used in Eq. (3) to evaluate \( \chi_{\text{inhom}}(\omega ; R) \) where \( \mathbf{r}_s \) is in the proximity of \( \mathbf{r}_d \). By comparing Eq. (2) to Eq. (1), the nonlinear multiple passage effect of an absorption site can be summarized by the nonlinear correction factor \( 1 + \chi_{\text{inhom}}(\omega ; R) \hat{V} \delta \mu_a(\mathbf{r}) \). This factor serves as a universal measure of the nonlinear multiple passage effect as long as the absorption site is far away from both the source and the detector and its size is much smaller than its distance to both the source and the detector.

In this article, we will derive an analytical expression for the self-propagator to understand the nonlinear multiple passage effect on light absorption using our cumulant solution to radiative transfer. The nonlinear correction factor \( 1 + \chi_{\text{inhom}}(\omega ; R) \hat{V} \delta \mu_a(\mathbf{r}) \) of our result is shown to be in an excellent agreement with the Monte Carlo simulations for continuous wave light.

2. THEORY

To take into account the higher order contributions from the absorption inhomogeneity, the behavior of the photon migration in a short distance must be considered. Although the photon distribution is almost isotropic at an absorption site deep inside the medium, the diffusion approximation is still not appropriate here. The separation between the two points \( \mathbf{r}_s \) and \( \mathbf{r}_d \) within the volume in Eq. (3) is small. The photon propagator \( \chi(\mathbf{r}_s, \mathbf{r}_d, \mathbf{r} \delta \mu_a) \) which represents the probability that a photon propagates
from position \( r_1 \) with propagation direction \( s \) to position \( r_2 \) in time \( t \), when \( r_2 \) is in the proximity of \( r_1 \), is governed by the radiative transfer equation rather than the diffusion equation.

Recently we have shown that the propagation of photon inside a turbid medium (the radiative transfer equation) can be solved analytically using a cumulant expansion of the photon distribution function.\(^3\) The propagation of photon was found to transform from an initial ballistic motion at early time and then gradually to a center-adjusted diffusion at later time. The propagator of photon density (the Green’s function) in an infinite uniform medium is given by\(^4\)

\[
N(r, t|r_0, s_0) = \frac{1}{|4\pi D(t)|^{3/2}} \exp \left[ -\frac{(r - r_0 - s_0 \Delta(t))^2}{4D(t)t} - \mu_a t \right] \tag{4}
\]

ignoring the small difference in the diffusion coefficient along different directions where the absorption coefficient is \( \mu_a \), the time-dependent diffusion coefficient is

\[
D(t) = \frac{l_t^2}{3t} \left\{ \frac{ct}{l_t} - [1 - \exp(-ct/l_t)] - \frac{1}{2} [1 - \exp(-ct/l_t)]^2 \right\} \tag{5}
\]

and

\[
\Delta(t) = l_t [1 - \exp(-ct/l_t)] \tag{6}
\]
is the average center of photons which moves with speed \( c \) initially and approaches the transport mean free path \( l_t \) in the long time limit. The Green’s function for parallel geometries can be obtained by the method of image sources.\(^3\)

### 2.1. Propagator of an isotropic point source

Let’s now consider the propagator \( N(r, t|r_0, s_0) \) at the inhomogeneity site \( r_0 = 0 \) (the origin of space) deep inside the medium. The photon distribution at \( r_0 \) is almost isotropic but is anisotropic scattering. The effective propagator can then be obtained by averaging (4) over the propagation direction \( s_0 \) of light over the \( 4\pi \) solid angle, and is given by [see Appendix A]

\[
N_{\text{eff}}(r, t) = \frac{1}{4\pi} \int d^2s_0 N(r, t|r_0, s_0) = \frac{\exp(-\mu_a t)}{(4\pi)^{3/2}(D(t)t)^{1/2}r\Delta(t)} \times \left\{ \exp \left[ -\frac{(r - \Delta(t))^2}{4D(t)t} \right] - \exp \left[ -\frac{(r + \Delta(t))^2}{4D(t)t} \right] \right\}. \tag{7}
\]

This reduces to

\[
N_{\text{eff}}(r, t) = \frac{\exp(-\mu_a t)}{4\pi r^2} \delta(r - ct), \quad \text{for } t \to 0^+ \tag{8}
\]

and

\[
N_{\text{eff}}(r, t) = \frac{\exp(-\mu_a t)}{(4\pi)^{3/2}(D_{\infty}t)^{1/2}r l_t} \left\{ \exp \left[ -\frac{(r - l_t)^2}{4D_{\infty}t} \right] - \exp \left[ -\frac{(r + l_t)^2}{4D_{\infty}t} \right] \right\}, \quad \text{for } t \gg 1 \tag{9}
\]
in early and late time limits where \( D_{\infty} \equiv l_t c/3 \).

The temporal Fourier transforms of the asymptotic equations (8) and (9) are given by

\[
N_{\text{eff}}(r, \omega) = \frac{1}{4\pi r^2 c} \exp \left[ (\imath \omega - \mu_a)^2 \right] \tag{10}
\]
and
\[
N_{\text{eff}}(r, \omega) = \frac{1}{8\pi D r \kappa l_t} \left[ \exp(-\kappa |r - l_t|) - \exp(-\kappa(r + l_t)) \right]
\]
respectively, where \( \kappa \equiv \sqrt{3(\mu_a - i\omega)/lc} \) whose sign is chosen with a nonnegative real part. In the limit of small \( \kappa \ll 1 \), Eq. (11) simplifies to
\[
\lim_{\kappa \to 0} N_{\text{eff}}(r, \omega) = \left\{ \begin{array}{ll}
\frac{1}{4\pi D_{\infty} r} & r < l_t \\
\frac{-\kappa l_t}{4\pi D_{\infty} r} \sinh(\kappa r) & r \geq l_t
\end{array} \right.
\]
This is the case, for example, that a continuous wave propagates in a nonabsorbing medium. The erroneous divergence at the zero separation in the diffuse Green's function
\[
G(r, \omega) = \frac{\exp(-\kappa r)}{4\pi D_{\infty} r}
\]
is removed in our formulation of the propagation of an isotropic point source.

The asymptotic equation (11) from the late time limit provides a good approximation for \( N_{\text{eff}}(r, \omega) \) when \( r \gg l_t \) [see Fig. (2)]. The contribution to \( N_{\text{eff}}(r, \omega) \) when \( r < l_t \) is from either ballistic or diffusive photons, hence an improvement to Eq. (10) can be made
\[
N_{\text{eff}}(r, \omega) \approx \frac{1}{4\pi r^2 c} \exp \left[ \frac{(i\omega - \mu_a) r}{c} \right] + \frac{\exp(-\kappa l_t)}{4\pi D_{\infty} r \kappa l_t} \sinh(\kappa r), \quad r < l_t
\]
to include the contribution from diffusive photons. The effective propagator in temporal Fourier space \( N_{\text{eff}}(r, \omega) = 0 \); and its asymptotic behaviors (10), (11) and (14) are shown in Fig. (2). The diffusion Green's function has a huge error for small \( r \).

2.2. Self propagator for a finite volume

For an absorption site of a finite volume \( V \) deep inside the medium, say a sphere of radius \( R \ll L \) where \( L \) is the dimension of the medium, the self-propagator \( N_{\text{self}}(t; R) \) for this volume which denotes a photon revisits the site in time \( t \) is written as:
\[
N_{\text{self}}(t; R) = \frac{1}{V^2} \int_V \int_V N_{\text{eff}}(|r_2 - r_1|, t) d^3r_1 d^3r_2
= \frac{1}{V} \int_0^{2R} N_{\text{eff}}(r, t) \gamma_0(r) 4\pi r^2 dr
\]
where
\[
\gamma_0(r) = 1 - \frac{3r}{4R} + \frac{1}{16} \left( \frac{r}{R} \right)^3
\]
is the characteristic function for a uniform sphere.\(^6\)\(^8\) This characteristic function has a form of
\[
\gamma_0(r) = 1 - (S/4V)r + \ldots
\]
for an arbitrary particle where \( S \) is the surface area of the particle. This self propagator (15) for a finite volume is quite different from the self-propagator of a point, obtained by setting \( r = 0 \) in (4) or (7), i.e.,
\[
N_{\text{self}}(t; R) = \frac{\exp(-\mu t)}{(4\pi D(t)t)^{3/2}} \exp \left[ -\frac{\Delta(t)^2}{4D(t)t} \right], \quad (t > 0).
\]
Figure 2. The effective propagator in temporal Fourier space $\tilde{N}_{\text{eff}}(\omega; R)$ for photon migration in a nonabsorbing medium. Its approximations by (14) when $r < l_t$ and by Eq. (11) when $r > l_t$ are also plotted. The diffusion Green's function has a huge error for small $r$.

See Fig. (3). This difference comes from the fact that Eq. (15) includes the contribution from the ballistic motion of the photon when the photon flies across the site while Eq. (18) does not contain this effect. The former manifests itself in Fig. (3a) as the linear decay of $N_{\text{self}}(t; R)V$ in the form of $\gamma_0(ct)$ near the origin.

The self-propagator in temporal Fourier space is thus obtained by a temporal Fourier transform of (15):

$$N_{\text{self}}(\omega; R) = \int_{0^+}^{+\infty} \tilde{N}_{\text{self}}(t; R) \exp(i\omega t) dt$$

$$= \frac{1}{V} \int_0^{2R} dr \gamma_0(r)4\pi r^2 \int_0^{+\infty} dt N_{\text{eff}}(r, t) \exp(i\omega t)$$

$$= \frac{1}{V} \int_0^{2R} N_{\text{eff}}(r, \omega) \gamma_0(r)4\pi r^2 dr.$$  

The lower limit of integration is $0^+$, emphasizing that $t = 0$ should be excluded from integration. Note $\lim_{t \to 0^+} \tilde{N}_{\text{eff}}(r, t) = 0$ for our cumulant photon density function. This is not the case for the diffusion Green's function. A numerical quadrature is generally required to compute this self propagator (19). A crude estimation of $\tilde{N}_{\text{self}}(\omega; R)$ can be obtained from the asymptotic behavior (11) and (14) of $N_{\text{eff}}(r, \omega)$, i.e.,

$$\tilde{N}_{\text{self}}(\omega; R) \approx \frac{1}{V} \int_0^{\min(2R, l_t)} \frac{1}{4\pi r^2 c} \exp \left[ (i\omega - \mu_a) \frac{r}{c} \right] \gamma_0(r)4\pi r^2 dr$$

$$+ \frac{1}{V} \int_0^{2R} \frac{1}{8\pi D_{\infty} r k_d} \left[ \exp(-\kappa |r - l_t|) - \exp(-\kappa(r + l_t)) \right] \gamma_0(r)4\pi r^2 dr.$$
This reduces to

$$N_{\text{self}}(\omega = 0; R) = \frac{1}{V} \left\{ \begin{array}{ll}
\frac{3R}{4c} + \frac{R^3}{2c^2} & R \leq l_t/2 \\
\frac{3l_t R^5 + 160l_t^3 R^3 - 60l_t^5 R^3 + 3l_t^5}{320l_t^3 c^2} & R > l_t/2
\end{array} \right. \quad (21)$$

for a continuous wave propagating inside a nonabsorbing medium ($\omega = \mu_a = \kappa = 0$). This estimation turns out to be amazingly good. Fig. (4) plots $N_{\text{self}}(\omega = 0; R)$ from numerical quadrature and the crude estimation (21).

3. RESULTS AND DISCUSSION

The multiple passage effect due to the absorption site can now be computed using the self-propagator Eq. (19) derived here. For large sites, the self-propagator $N_{\text{self}}(\omega = 0; R)$ increases inverse proportional to its size ($N_{\text{self}} \propto R^{-1}$) from Eq. (21); hence the nonlinear correction factor has a form of

$$\frac{1}{1 + N_{\text{self}}(\omega; R)} \beta(\beta) \approx \left( 1 + \frac{6\delta\mu_a}{5l_t c R^2} R^2 \right)^{-1} \quad (22)$$

dependent on the area of the absorption site for large $R$.

Monte Carlo methods have been extensively used in simulation of photon migration.\textsuperscript{9,10} We perform Monte Carlo simulations on a uniform nonabsorbing and isotropic scattering slab (the anisotropic factor of scattering $g = 0$). The units of length of time are chosen such that the mean scattering length $l_s = 1/\mu_s = 1$ and the speed of light $c = 1$. The transport mean free path is hence $l_t = 1$ and the thickness of the slab is assumed $L = 80l_t$. An absorption spherical site is located at the center of the slab $(0, 0, L/2)$ with radius $R$ whose absorption and scattering coefficients are $\mu_{a,2} = \delta\mu_a = 0.01$ and
\[ \mu_{s,2} = \mu_s \] respectively. The photon is incident at the origin on the left boundary of the slab \( z = 0 \) in the normal direction of the surface. Each photon is traced until it escapes the slab through either the left or the right boundary. The correlated sampling is used in simulation to reduce variance. A single simulation is used to compute the emitted photon density \( I_0 \) for the uniform background (no absorption slab) and \( I \) for the slab with the absorption site present.

The nonlinear correction factor \( 1 + \frac{N_{\text{self}}(\omega; R) V}{V \bar{n}_c(\mathbf{r})} \) in Eq. (22) can be extracted from the change of the detected light intensity due to the presence of the absorption site in Monte Carlo simulations according to Eq. (2). Fig. (5) plots the theoretical nonlinear correction factor and that from Monte Carlo simulations. “Back” and “Forward” denote the cases where light emits from the left \( z = 0 \) and the right \( z = L \) boundaries, respectively. The agreement between our theoretical result and Monte Carlo simulations is excellent except for extremely small sizes of inhomogeneities.

Figs. (6) and (7) plot the nonlinear correction factor versus the variation of the modulation frequency of light for a fixed absorption strength and versus the size of the absorption site with a fixed modulation frequency of light respectively. With the increase of the modulation frequency of light, the nonlinear correction becomes less accentuated. The dependence on the size of the inhomogeneity is no longer monotonic for modulated light while the nonlinear correction factor decreases monotonically with the increase of the size for continuous wave light. The phase delay is in the order of a few degrees in the cases investigated.

The typical value of the absorption coefficient of human tissues is around 0.001ps\(^{-1}\) while the scattering coefficient is about 1ps\(^{-1}\). Hence the absorption and scattering ratio is in the order of 0.001. This should be compared to our results listed here where the corresponding ratio is 0.01 and one order of magnitude stronger. The nonlinear correction factor for absorption inhomogeneities such as tumors in human tissues is not appreciable unless the size of the inhomogeneity is \( R \sim 5l_t \) or larger.
Figure 5. The nonlinear correction factor from the theoretical self-propagator Eq. (19) and Monte Carlo simulations. "Back" and "Forward" denote light emitting from the left ($z=0$) and the right ($z = L$) boundaries. The excess absorption is $\delta \mu_a = 0.01$.

Figure 6. The nonlinear correction factor versus the variation of the modulation frequency of light. The size of the absorption sphere is $R = 3l_c$. The excess absorption is $\delta \mu_a = 0.01$. 
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Figure 7. The nonlinear correction factor versus the variation of the size of the absorption site. The modulation frequency of light is \( \omega = 0.1 \). The excess absorption is \( \delta \mu_a = 0.01 \).

In conclusion, we have derived an analytical expression for the nonlinear correction factor which agrees well with Monte Carlo simulations. The effect of the nonlinear multiple passage of an absorption site on optical imaging only becomes appreciable when the size of the inhomogeneity is \( 5l_t \) or larger for human tissues.

**APPENDIX A. DERIVATION OF \( N_{\text{EFF}}(R, T) \)**

The spatial Fourier transform of (4) is given by

\[
N(k, t| r_0, s_0) = \int d^3 r \exp(-ik \cdot r) N(r, t| r_0, s_0) = \exp \left( -k^2 D(t)t - \mu_0 t - ik \cdot s_0 \Delta(t) \right). \tag{23}
\]

Hence, the effective propagator in spatial Fourier space at \( r_0 \) is expressed as

\[
N_{\text{eff}}(k, t) = \frac{1}{4\pi} \int d^2 s_0 N(k, t| r_0, s_0) = \exp \left( -k^2 D(t)t - \mu_0 t \right) \frac{\sin(k \Delta(t))}{k \Delta(t)} \tag{24}
\]

by averaging (23) over the propagation direction \( s_0 \) of light over the 4\( \pi \) solid angle. The effective propagator in real space is then obtained by an inverse spatial Fourier transform of (24):

\[
N_{\text{eff}}(r, t) = \int \frac{d^3 k}{(2\pi)^3} \exp(i k \cdot r) \exp \left( -k^2 D(t)t - \mu_0 t \right) \frac{\sin(k \Delta(t))}{k \Delta(t)} \tag{25}
\]
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