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The concept of dimension polynomial was first introduced by Hilbert at the end of the 19-th century as a generalization of the following observation. Consider the ring of polynomials $A = K[X_1, \ldots, X_m]$ in several variables over a field $K$. Then $A$ is a direct sum $\bigoplus_{r=0}^{\infty} A^{(r)}$ where $A^{(r)}$ is the vector $K$-space generated by all monomials $X_1^{i_1} X_2^{i_2} \ldots X_m^{i_m}$ of total degree $r$ (that is, $i_1 + i_2 + \cdots + i_m = r$). Clearly, $\dim_K A^{(r)}$ is equal to the number of such monomials (they form a basis of $A^{(r)}$), so $\dim_K A^{(r)}$ is the number of non-negative integers $(i_1, \ldots, i_m)$ with $i_1 + i_2 + \cdots + i_m = r$. It is a well-known fact that this number is \binom{r+m-1}{m-1} = \frac{(r+m-1)(r+m-2)\cdots(r+1)}{(m-1)!} = \frac{r^{m-1}}{(m-1)!} + o(r^{m-1})$ where $o(r^{m-1})$ is a polynomial of $r$ whose degree is less than $m - 1$. 
Theorem 1 (Hilbert).
Let $A = K[X_1, \ldots, X_m] = \bigoplus_{r=0}^{\infty} A^{(r)}$ be a graded polynomial ring over a field $K$ and $M = \bigoplus_{r=0}^{\infty} M^{(r)}$ a graded $A$-module. (It means that $M =_A M$ is represented as a direct sum of vector $K$-spaces $M^{(r)}$ with $A^{(r)} M^{(s)} \subseteq M^{(r+s)}$ for all $r, s$.)

Then there exists a polynomial $\phi(t)$ with rational coefficients such that $\phi(r) = \dim_K M^{(r)}$ for all sufficiently large $r$ (that is, there exists $r_0$ such that the last equality holds for all $r \geq r_0$; in this case we also write that the equality holds for all $r >> 0$).

Polynomial $\phi(t)$ is called the Hilbert polynomial of the graded module $M$. It is a numerical polynomial, that is, a polynomial with rational coefficients which takes integer values for all sufficiently large values of argument.
Hilbert theorem and a similar result on filtered modules (where one considers the ascending chain of vector $K$-subspaces $A_r = \{ f \in A \mid \deg f \leq r \}$ of the polynomial ring $A$ and an ascending chain $\{ M_r \}$ of vector $K$-spaces of $M$ with the condition $A_r M_s \subseteq M_{r+s}$) introduce numerical polynomials that play a very important role in commutative algebra and algebraic geometry. The development of the corresponding technique in differential algebra was initiated in the 60-th by E. Kolchin and continued by J. Johnson, W. Sit, and a number of other mathematicians.

We begin the review of the theory of numerical polynomials associated with the of differential algebraic structures with the J. Johnson’s theorem on dimension polynomial of a differential module.
In what follows, \( \mathbb{Z}, \mathbb{N}, \) and \( \mathbb{Q} \) denote the sets of integers, non-negative integers and rational numbers, respectively.

Let \( K \) be a differential field of zero characteristic with a basic set \( \Delta = \{\delta_1, \ldots, \delta_m\} \), that is, a field \( K \) together with the mutually commuting derivations \( \delta_i : K \to K \).

Let \( \Theta \) be the free commutative semigroup generated by the set \( \Delta \), and for any nonnegative integer \( r \), let \( \Theta(r) \) denote the set of all elements \( \theta = \delta_{i_1}^{k_1} \cdots \delta_{i_m}^{k_m} \in \Theta \) such that 
\[
\text{ord } \theta = \sum_{i=1}^{m} k_i \leq r.
\]

An expression \( \sum_{\theta \in \Theta} a_\theta \theta \), where all \( a_\theta \in K \) and only finitely many elements \( a_\theta \) are different from 0, is called a differential (or \( \Delta \)-) operator over \( K \). \( \sum_{\theta \in \Theta} a_\theta \theta = \sum_{\theta \in \Theta} b_\theta \theta \) if and only if \( a_\theta = b_\theta \) for all \( \theta \in \Theta \).
The set $D$ of all $\Delta$-operators is a ring with the natural structure of a left $R$-module where $\delta a = a\delta + \delta(a)$ for any $a \in R$, $\delta \in \Delta$. (This equality comes from the action of this operator on $K$: $(\delta a)(x) = \delta(ax) = a\delta(x) + \delta(a)x = (a\delta + \delta(a))x$ for any $x \in K$.) The ring $D$ is called the ring of differential (or $\Delta$-) operators over $K$.

The order of a $\sigma$-operator $A = \sum_{\theta \in \Theta} a_\theta \theta \in D$ is defined as $\text{ord } A = \max\{\text{ord } \theta | a_\theta \neq 0\}$, and the ring $D$ is considered as a filtered ring with the ascending filtration $(D_r)_{r \in \mathbb{Z}}$ such that $D_r = \{A \in D | \text{ord } A \leq r\}$ for any $r \in \mathbb{N}$ and $D_r = 0$ for $r < 0$. 
With the above notation, a left $D$-module is said to be a **differential $K$-module** or a $\Delta$-$K$-module. Thus, a a vector $K$-space $M$ is called a $\Delta$-$K$-module, if the elements of $\Delta$ act on $M$ as commuting endomorphisms of the additive group of $M$ and $\delta(ax) = a\delta x + \delta(a)x$ for any $x \in M, a \in K$. We say that a $\Delta$-$K$-module $M$ is finitely generated, if it is finitely generated as a left $D$-module.

A filtration of a $\Delta$-$K$-module $M$ is an ascending chain $(M_r)_{r \in \mathbb{Z}}$ of vector $K$-subspaces of $M$ such that $D_r M_s \subseteq M_{r+s}$ for all $r, s \in \mathbb{Z}$, $M_r = 0$ for all sufficiently small $r \in \mathbb{Z}$, and $\bigcup_{r \in \mathbb{Z}} M_r = M$. A filtration $(M_r)_{r \in \mathbb{Z}}$ is **excellent** if all $M_r$ ($r \in \mathbb{Z}$) are finitely generated over $K$ and there exists $r_0 \in \mathbb{Z}$ such that $M_r = D_{r-r_0} M_{r_0}$ for any $r \in \mathbb{Z}, r \geq r_0$. 
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Example. If $M = \sum_{i=1}^{p} D x_i$, then $(M_r = \sum_{i=1}^{p} D_r x_i)_{r \in \mathbb{Z}}$ is an excellent filtration of $M$.

Theorem 2 (J. Johnson, 1969). Let $K$ be a differential field with a basic set $\Delta = \{\delta_1, \ldots, \delta_m\}$ and let $(M_r)_{r \in \mathbb{Z}}$ be an excellent filtration of a $\Delta$-$K$-module $M$.

Then there exists a polynomial $\chi(t) \in \mathbb{Q}[t]$ such that

(i) $\chi(r) = \dim_K M_r$ for all $r > 0$.

(ii) $\deg \chi(t) \leq m$ and the polynomial $\chi(t)$ can be written as $\chi(t) = \sum_{i=0}^{m} a_i \binom{t+i}{i}$ where $a_0, a_1, \ldots, a_m \in \mathbb{Z}$.

(iii) The degree $d$ and the coefficients $a_m$ and $a_d$ do not depend on the excellent filtration $(M_r)_{r \in \mathbb{Z}}$. 
(iv) The coefficient $a_m$ is equal to the maximal number of elements $x_1, \ldots, x_k \in M$ such that the set $\{\theta x_i | \theta \in \Theta, 1 \leq i \leq k\}$ is linearly independent over $K$. (Such elements $x_1, \ldots, x_k$ are said to be differentially (or $\Delta$-) linearly independent over $K$.)

The polynomial $\chi(t)$ is called the differential dimension polynomial of $M$ associated with the filtration $(M_r)_{r \in \mathbb{Z}}$. The numbers $d, a_m$ and $a_d$ are called the differential dimension, differential type, and typical differential dimension of $M$, respectively; they are denoted by $\Delta\text{-}dim_K M$, $\Delta\text{-}type_K M$, and $\Delta\text{-}tdim_K M$. 
Sketch of the proof. Notice that the ring $D' = \bigoplus_{r \in \mathbb{Z}} D_r/D_{r-1}$ is isomorphic to the polynomial ring $K[X_1, \ldots, X_m]$ ($D'$ is generated over $K$ by the elements $\bar{\delta}_i = \delta_i + D_0 \in D_1/D_0$, $i = 1, \ldots, m$. Clearly, $\bar{\delta}_i$ commute and $\bar{\delta}_i a = a \bar{\delta}_i$ for any $a \in K$, so the isomorphism between $D'$ and $K[X_1, \ldots, X_m]$ can be obtained by matching $\bar{\delta}_i$ with $X_i$.)

The direct sum $\bigoplus_{r \in \mathbb{Z}} M_r/M_{r-1}$ can be considered as a $D'$-module (with $(A + D_{r-1})(x + M_{s-1}) = Ax + M_{r+s-1}$ for any $A + D_{r-1} \in D_r/D_{r-1}$ and $x + M_{s-1} \in M_s/M_{s-1}$). By the Hilbert Theorem, there is a polynomial $\phi(t) \in \mathbb{Q}[t]$ of degree at most $m - 1$ such that $\phi(r) = \text{dim}_K(M_r/M_{r-1})$ for $r \gg 0$. Since $\text{dim}_KM_r = \sum_{s \leq r} \text{dim}(M_s/M_{s-1})$, one can now obtain the main statement of the theorem from the following well-known result:
Let \( f(t) = a_nt^n + \cdots + a_0, \ (a_i \in \mathbb{Q}) \) be a numerical polynomial with \( f(s) \in \mathbb{Z} \) for all \( s \in \mathbb{Z}, \ s \geq s_0 \). Then there is a numerical polynomial \( g(t) = \frac{1}{n+1}a_nt^{n+1}+\ldots \) such that 
\[
g(r) = \sum_{i=s_0+1}^{r} f(i) \text{ for all } r > s_0.
\]

There is a close relation between differential and Krull dimensions of a differential module.

Let \( M \) be a module over a commutative ring \( R \), \( U \) a family of \( R \)-submodules of \( M \), and \( \mathcal{B}_U = \{ (N, N') \in U \times U \mid N' \subseteq N \} \). Also, let \( \overline{\mathbb{Z}} = \mathbb{Z} \cup \{ \infty \} \) (\( a < \infty \) for \( a \in \mathbb{Z} \)). Then there is a unique map \( \mu_U : \mathcal{B}_U \to \overline{\mathbb{Z}} \) such that

(i) \( \mu_U(N, N') \geq -1 \) for all \( (N, N') \in \mathcal{B}_U \);

(ii) If \( d \in \mathbb{N} \), then \( \mu_U(N, N') \geq d \) if and only if \( N \neq N' \) and there is an infinite chain \( N = N_0 \supseteq N_1 \supseteq \cdots \supseteq N' \) with \( N_i \in U \) and \( \mu_U(N_{i-1}, N_i) \geq d - 1 \) for \( i = 1, 2, \ldots \).
Then $\sup\{\mu_U(N, N')|(N, N') \in \mathcal{B}_U\}$ is called the type of the $R$-module $M$ over the family $U$; it is denoted by $\text{type}_{UM}$. The least upper bound of the lengths $p$ of chains $N_0 \supseteq N_1 \supseteq \cdots \supseteq N_p$ such that $N_i \in U$ ($0 \leq i \leq p$) and $\mu_U(N_{i-1}, N_i) = \text{type}_{UM}$ for $i = 1, \ldots, p$ is called the dimension of $M$ over $U$; it is denoted by $\text{dim}_{UM}$.

**Theorem 3 (J. Johnson, 1969).** Let $K$ be a differential ($\Delta$-) $M$ a finitely generated vector $\Delta$-$K$-module, and $U$ the family of all $\Delta$-$K$-submodules of $M$.

(i) If $\Delta$-$\text{dim}_KM > 0$, then $\text{type}_{UM} = m$ and $\text{dim}_{UM} = \Delta$-$\text{dim}_KM$.

(ii) If $\Delta$-$\text{dim}_KM = 0$, then $\text{type}_{UM} < m$.

Another application of Theorem 2 is a new proof of the following theorem on differential dimension polynomial due to E. Kolchin.
Let a $\Delta$-field $K$ ($\text{Char } K = 0, \Delta = \{\delta_1, \ldots, \delta_m\}$), the semigroup of power products $\Theta$ and $\Theta(r) = \{\theta \in \Theta \mid \text{ord } \theta \leq r\}$ ($r \in \mathbb{N}$) be as before.

Let $L = K\langle \eta_1, \ldots, \eta_n \rangle$ be a differential ($\Delta$-) field extension of $K$ generated by a finite set $\eta = \{\eta_1, \ldots, \eta_n\}$. (As a field, $L = K(\{\theta \eta_j | \theta \in \Theta, 1 \leq j \leq n\}$).) The following fundamental result describes the growth of the transcendence degree of fields $K(\Theta(r)\eta_1 \cup \cdots \cup \Theta(r)\eta_n)$ ($r = 1, 2, \ldots$) over $K$. (Recall that if $F$ is a subfield of a field $G$, then elements $b_1, \ldots, b_k \in G$ are said to be algebraically independent over $F$ if there is no nonzero polynomial $f$ in $k$ variables with coefficients in $F$ such that $f(b_1, \ldots, b_k) = 0$. The maximal number of algebraically independent over $F$ elements of $G$ is called the transcendence degree of $G$ over $F$ and denoted by $\text{trdeg}_F G$.)
Theorem 4 (Kolchin, 1964).

With the above conventions, there exists a polynomial $\omega_{\eta|K}(t) \in \mathbb{Q}[t]$ such that

(i) $\omega_{\eta|K}(r) = \text{trdeg}_K K(\{\theta \eta_j| \theta \in \Theta(r), 1 \leq j \leq n\})$ for all sufficiently large $r \in \mathbb{Z}$;

(ii) $\deg \omega_{\eta|K} \leq m$ and $\omega_{\eta|K}(t)$ can be written as $\omega_{\eta|K}(t) = \sum_{i=0}^{m} a_i \binom{t+i}{i}$ where $a_0, \ldots, a_m \in \mathbb{Z}$;

(iii) $d = \deg \omega_{\eta|K}$, $a_m$ and $a_d$ do not depend on the choice of the system of $\Delta$-generators $\eta$ of the extension $L/K$ (clearly, $a_d \neq a_m$ iff $d < m$, that is $a_m = 0$). Moreover, $a_m$ is equal to the differential transcendence degree of $L$ over $K$, i.e., to the maximal number of elements $\xi_1, \ldots, \xi_k \in L$ such that the set $\{\theta \xi_i| \theta \in \Theta, 1 \leq i \leq k\}$ is algebraically independent over $K$. 

Sketch of the J. Johnson’s proof of the Kolchin Theorem. It is easy to check that the vector $L$-space $\text{Der}_K L$ of all $K$-linear derivations of the field $L$ into itself becomes a $\Delta$-$L$-module if one defines the actions of elements of $\Delta$ on $\text{Der}_K L$ as follows: $\delta(\partial) = \delta \circ \partial - \partial \circ \delta$ for any $\delta \in \Delta, \partial \in \text{Der}_K L$. Also, setting $\delta(\phi) = \delta \circ \phi - \phi \circ \delta$, one can consider a structure of a $\Delta$-$L$-module on the dual vector $L$-space $(\text{Der}_K L)^* = \text{Hom}_L(\text{Der}_K L, L)$ and on the vector $L$-space of differentials $\Omega_K(L)$. (It is generated over $L$ by all elements $d\zeta \in (\text{Der}_K L)^* (\zeta \in L)$ such that $d\zeta(D) = D(\zeta)$ for any $D \in \text{Der}_K L$; one can easily check that $\delta(d\zeta) = d\delta(\zeta)$ for any $\delta \in \Delta, \zeta \in L$.)
Now, using classical results on continuation of derivations from a field to an overfield, one can prove the following proposition that, together with Theorem 2, implies the Kolchin theorem.

**Proposition 5 (J. Johnson, 1969).**

With the above notation, let \( \Omega_K(L)_r \) \((r \in \mathbb{N})\) denote the vector \(L\)-subspace of \(\Omega_K(L)\) generated by the set \(\{d\delta(\eta_i)\mid \gamma \in \Theta(r), 1 \leq i \leq s\}\) and let \(\Omega_K(L)_r = 0\) for \(r < 0\). Then

(i) \((\Omega_K(L)_r)_{r \in \mathbb{Z}}\) is an excellent filtration of the \(\Delta\)-\(L\)-module \(\Omega_K(L)\).

(ii) \(\dim_K \Omega_K(L)_r = \text{trdeg}_K K(\{\delta\eta_j\mid \gamma \in \Theta(r), 1 \leq j \leq s\})\) for all \(r \in \mathbb{N}\).

(iii) The differential dimension polynomial \(\omega_{\eta|K}(t)\) is equal to the differential dimension polynomial of \(\Omega_K(L)\) associated with the filtration \((\Omega_K(L)_r)_{r \in \mathbb{Z}}\).
The polynomial $\omega_{\eta|K}$ defined in the Kolchin theorem is called the **differential dimension polynomial** of the $\Delta$-field extension $K \subseteq L$ associated with the system of $\Delta$-generators $\eta$.

Let $R = K\{y_1, \ldots, y_n\}$ be the ring of differential polynomials over $K$. (Recall that this is a ring of polynomials in the countable set of variables $\theta y_i$ ($\theta \in \Theta$, $1 \leq i \leq n$) treated as a differential ($\Delta$-) ring where the action of each $\delta_i$ is extended from $K$ by setting $\delta_i(\theta y_j) = (\delta_i \theta)y_j$.) Clearly, the ring homomorphism $\pi : K\{y_1, \ldots, y_n\} \rightarrow L = K\langle \eta_1, \ldots, \eta_n\rangle$, that leaves the elements of $K$ fixed and sends $\theta y_i$ to $\theta \eta_i$, commutes with the actions of $\delta_j$ (such a homomorphism is called **differential** or a $\Delta$-**homomorphism**) and $P = \text{Ker } \pi$ is a prime differential ($\Delta$-) ideal of $R$. 
It is called a **defining $\Delta$-ideal** of the extension $K \subseteq L$ (or of the $n$-tuple $\eta$ over $K$). The original proof of the Kolchin theorem, as well as most of the methods of computation of differential dimension polynomials, is based on the consideration of a characteristic set of the defining ideal.

Conversely, if $P$ is any prime $\Delta$-ideal in $R = K\{y_1, \ldots, y_n\}$, then the quotient field of the integral domain $R/P$ can be naturally viewed as a $\Delta$-field extension of $K$ with a finite set of $\Delta$-generators $\eta_i = y_i + P$, the canonical images of the $\Delta$-indeterminates $y_1, \ldots, y_n$ in $R/P$. By the Kolchin theorem, one can associate with $P$ a numerical polynomial $\omega_{\eta|K}(t)$ (also denoted by $\omega_P(t)$) called a **differential dimension polynomial of the $\Delta$-ideal $P$**.
A system of algebraic differential equations over $K$ is a system of the form

$$f_i(y_1, \ldots, y_n) = 0 \quad (i \in I)$$

where $\{f_i\}_{i \in I} \subseteq R$; by a solution we mean an $n$-tuple with coordinates in some differential field extension of $K$ that annuls all $f_i$.

Let $P$ be the radical differential ideal generated by $\{f_i \mid i \in I\}$ in $R$ (that is, $P$ is the radical of the ideal generated by $\{\theta f_i \mid \theta \in \Theta, i \in I\}$). If $P$ is prime (this is always the case if the system is linear), then one can associate with $P$ the numerical polynomial $\omega_P(t)$ called a differential dimension polynomial of the system of differential equations. This polynomial, as it was first noticed by A. Mikhalev and Pankratev (1980), is an algebraic form of the A. Einstein's concept of strength of a system of differential equations.
A. Einstein defined the strength of a system of partial differential equations governing a physical field in his work *The Meaning of Relativity. Appendix II. Generalization of gravitation theory. Princeton, 1953, pp. 133 - 165*:

"... the system of equations is to be chosen so that the field quantities are determined as strongly as possible. In order to apply this principle, we propose a method which gives a measure of strength of an equation system. We expand the field variables, in the neighborhood of a point $P$, into a Taylor series (which presupposes the analytic character of the field); the coefficients of these series, which are the derivatives of the field variables at $P$, fall into sets according to the degree of differentiation. In every such degree there appear, for the first time, a set of coefficients which would be free for arbitrary choice if it were not that the field must satisfy a system of differential equations. Through this system of differential equations (and its derivatives with respect to the coordinates) the number of coefficients is restricted, so that in each degree a smaller number of coefficients is left free for arbitrary choice. The set of numbers of "free" coefficients for all degrees of differentiation is then a measure of the "weakness" of the system of equations, and through this, also of its "strength"."
Taking into account the A. Einstein’s approach, one can say that for \( r >> 0 \), the value \( \omega(r) \) of a differential dimension polynomial \( \omega(t) \) of a system of algebraic differential equations is the number of Taylor coefficients of order \( \leq r \) of a solution that can be chosen arbitrarily.

Thus, \( \omega(t) \) can be viewed as a measure of strength, that is why the problem of computation of differential dimension polynomials is important not only for the study of differential algebraic structures, but also for the study of equations of mathematical physics. Most of the known methods of computation of such polynomials (as well as the original proof of the Kolchin theorem) are based on constructing characteristic sets of the corresponding prime differential ideals and expressing the differential dimension polynomials of these ideals as sums of certain numerical polynomials associated with the leaders of elements of characteristic sets. However, in many cases (in particular, in the case of a system of linear differential equations) the differential dimension polynomial can be found by application of Proposition 5 and construction of a free resolution of the corresponding module of differentials.
To illustrate this approach, notice, first that the differential dimension polynomial $\omega_D(t)$ associated with the filtration $(D_r)_{r \in \mathbb{Z}}$ of the ring of $\Delta$-operators $D$ over a differential field $K$ with a basic set $\Delta = \{\delta_1, \ldots, \delta_m\}$ is equal to $\binom{t+m}{m}$. Indeed, for all $r \geq 0$, $\dim_K D_r = \text{Card}\{\delta_1^{k_1} \ldots, \delta_m^{k_m} | \sum_{i=1}^m k_i \leq r\} = \binom{r+m}{m}$.

Let $F_k$ be a free left $D$-module of rank $k$ with free generators $f_1, \ldots, f_k$. Then for every $l \in \mathbb{Z}$, one can consider an excellent filtration $((F^l_k)_r)_{r \in \mathbb{Z}}$ of the module $F_k$ such that $(F^l_k)_r = \sum_{i=1}^k D_{r-l} f_i$ for every $r \in \mathbb{Z}$. We obtain a filtered $\Delta$-$K$-module denoted by $F^l_k$. The expression of $\omega_D(t)$ imply the following expressions for the differential dimension polynomial $\chi_M(t)$ of $M = F^l_k$.

$$\chi_M(t) = k \binom{t + m - l}{m}. \quad (1)$$

A finite direct sum of such filtered $\Delta$-$K$-modules is called a **free filtered $\Delta$-$K$-module**. The corresponding differential dimension polynomial is a sum of polynomials of the form (1).
If $L = K \langle \eta_1, \ldots, \eta_n \rangle$, then $\Omega_K(L)$ is generated over $D$ by the finite set $\{d\eta_1, \ldots, d\eta_n\}$, and there exists a finite resolution

$$0 \rightarrow M_q \xrightarrow{d_{q-1}} M_{q-1} \rightarrow \ldots \xrightarrow{d_0} M_0 \xrightarrow{\rho} \Omega_K(L) \rightarrow 0$$

where each $M_i$ is a free filtered $\Delta$-$K$-module and $\rho, d_0, \ldots, d_{q-1}$ are $\Delta$-homomorphisms of filtered $D$-modules. In this case $\omega_{\eta|K}(t)$ can be expressed as

$$\omega_{\eta|K}(t) = \sum_{i=1}^q (-1)^i \chi_{M_i}(t),$$

so we can find $\omega_{\eta|K}(t)$ as a sum of polynomials of the form (1).

**Example 1.** Wave equation:

$$\delta_1^2 y + \delta_2^2 y + \delta_3^2 y - \delta_4^2 y = 0.$$ 

The differential dimension polynomial of this equation is the differential dimension polynomial of the $\Delta$-field extension $K \langle \eta \rangle \supset K$ where $\eta$ is the canonical image of $y$ in the quotient field $L$ of $K \{y\}/[\delta_1^2 y + \delta_2^2 y + \delta_3^2 y - \delta_4^2 y]$. The resolution of the module of differentials is

$$0 \rightarrow F_1^2 \rightarrow F_1^0 \rightarrow \Omega_K(L) \rightarrow 0$$

whence $\omega_{\eta|K}(t) = \binom{t+4}{4} - \binom{t+2}{4} = 2\binom{t+3}{3} - \binom{t+2}{2}$. 
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Example 2. Equations for electromagnetic field given by the potential:

\[
\sum_{j=1}^{4} (\delta^2 y_i - \delta_i \delta_j y_j) = 0 \quad (i = 1, 2, 3, 4)
\]

\[
\sum_{j=1}^{4} \delta_j y_j = 0.
\]

In this case the resolution of the module of differentials is

\[0 \to F_1^3 \to F_4^2 \bigoplus F_1^1 \to F_4^0 \to \Omega_K(L) \to 0,\]

so the differential dimension polynomial

\[
\omega(t) = 4 \binom{t + 4}{4} + \binom{t + 1}{4} - \left[4 \binom{t + 2}{4} + \binom{t + 3}{4}\right]
\]

\[= 6 \binom{t + 3}{3} - \binom{t + 2}{2} - (t + 1).\]
In 1975 W. Sit proved that the set $W$ of all differential dimension polynomials associated with differential field extensions is well-ordered with respect to the natural order: $f(t) \leq g(t)$ if and only if $f(r) \leq g(r)$ for $r >> 0$. It follows that every finitely generated differential ($\Delta$-) field extension $K \subset L$ has a system of differential generators $\eta = \{\eta_1, \ldots, \eta_n\}$ such that for any other system of $\Delta$-generators $\zeta$ of $L$ over $K$, one has $\omega_{\eta|K}(t) \leq \omega_{\zeta|K}(t)$. In this case we say that $\omega_{\eta|K}(t)$ is the **minimal differential dimension polynomial** of the extension, it is denoted by $\omega_{L|K}(t)$.

There is no algorithm of computation of minimal differential dimension polynomials. The following result is one of the few known facts about such polynomials.

**Theorem 6 (A. Mikhalev, E. Pankratev, 1980).** Let us consider the set $W_m$ of all differential dimension polynomials associated with differential field extensions whose basic set consists of $m$ derivations and that have type $m - 1$ and typical differential dimension $r$. Then $\binom{t+m}{m} - \binom{t+m-r}{m}$ is the minimal polynomial in $W_m$. 
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As a consequence of the last theorem we obtain that the differential dimension polynomial $\omega_{\eta|K}(t) = \left(\frac{t+4}{4}\right) - \left(\frac{t+2}{4}\right) = 2\left(\frac{t+3}{3}\right) - \left(\frac{t+2}{2}\right)$ obtained for the wave equation (Example 1) is the minimal polynomial of the corresponding differential field extension $K\langle \eta \rangle \supset K$. 

In what follows, \( K \) denotes a differential field of zero characteristic whose basic set \( \Delta \) is a union of \( p \) disjoint finite sets (\( p \geq 1 \)): \( \Delta = \Delta_1 \cup \cdots \cup \Delta_p \), where \( \Delta_i = \{ \delta_{i1}, \ldots, \delta_{im_i} \} \) \((i = 1, \ldots, p)\). In other words, we fix a partition of the set \( \Delta \).

For any \( \theta = \delta_{11}^{k_{11}} \cdots \delta_{1m_1}^{k_{1m_1}} \delta_{21}^{k_{21}} \cdots \delta_{pm_p}^{k_{pm_p}} \in \Theta \), we define the order of the element \( \theta \) with respect to \( \Delta_i \) as follows: \( \text{ord}_i \theta = \sum_{j=1}^{m_i} k_{ij} \) \((i = 1, \ldots, p)\).

If \( r_1, \ldots, r_p \in \mathbb{N} \), we set \( \Theta(r_1, \ldots, r_p) = \{ \theta \in \Theta | \text{ord}_i \theta \leq r_i \text{ for } i = 1, \ldots, p \} \) and \( \Theta(r_1, \ldots, r_p)\xi = \{ \theta(\xi) | \theta \in \Theta(r_1, \ldots, r_p) \} \) for any \( \xi \in F \).

As before, \( L = K\langle \eta_1, \ldots, \eta_n \rangle \) is a \( \Delta \)-field extension of \( K \) generated by the set \( \eta = \{ \eta_1, \ldots, \eta_n \} \).
Theorem 7.

(i) With the above conventions, there exists a polynomial $\Phi_{\eta}(t_1, \ldots, t_p) \in \mathbb{Q}[t_1, \ldots, t_p]$ such that

$$\Phi_{\eta}(r_1, \ldots, r_p) = \text{trdeg}_K K\left(\bigcup_{j=1}^{n} \Theta(r_1, \ldots, r_p)\eta_j\right)$$

for all sufficiently large $(r_1, \ldots, r_p) \in \mathbb{N}^p$ (i.e., there exist $s_1, \ldots, s_p \in \mathbb{N}$ such that the last equality holds for all elements $(r_1, \ldots, r_p) \in \mathbb{N}^p$ with $r_1 \geq s_1, \ldots, r_p \geq s_p$);

(ii) $\deg_{t_i} \Phi_{\eta} \leq m_i \ (1 \leq i \leq p)$, so that $\deg \Phi_{\eta} \leq m$ and the polynomial $\Phi_{\eta}(t_1, \ldots, t_p)$ can be represented as

$$\Phi_{\eta} = \sum_{i_1=0}^{m_1} \cdots \sum_{i_p=0}^{m_p} a_{i_1\ldots i_p} \binom{t_1 + i_1}{i_1} \cdots \binom{t_p + i_p}{i_p}$$

where $a_{i_1\ldots i_p} \in \mathbb{Z}$ for all $i_1, \ldots, i_p$. 
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For any permutation \((j_1, \ldots, j_p)\) of the set \(\{1, \ldots, p\}\), we define the lexicographic order \(\leq_{j_1, \ldots, j_p}\) on \(\mathbb{N}^p\) as follows: \((r_1, \ldots, r_p) \leq_{j_1, \ldots, j_p} (s_1, \ldots, s_p)\) iff either \(r_{j_1} < s_{j_1}\) or there exists \(k \in \mathbb{N}, 1 \leq k \leq p - 1,\) such that \(r_{j_\nu} = s_{j_\nu}\) for \(\nu = 1, \ldots, k\) and \(r_{j_{k+1}} < s_{j_{k+1}}\).

If \(\Sigma \subseteq \mathbb{N}^p\), then \(\Sigma'\) denotes the set \(\{e \in \Sigma|e\text{ is a maximal element of }\Sigma\text{ with respect to one of the }p!\text{ lexicographic orders }\leq_{j_1, \ldots, j_p}\}\).

**Example 3.**

Let \(\Sigma = \{(3, 0, 2), (2, 1, 1), (0, 1, 4), (1, 0, 3), (1, 1, 6), (3, 1, 0), (1, 2, 0)\} \subseteq \mathbb{N}^3\).

Then \(\Sigma' = \{(3, 0, 2), (3, 1, 0), (1, 1, 6), (1, 2, 0)\}\).
**Theorem 8.** Let $K$ be a differential field whose basic set of derivation operators $\Delta$ is a union of $p$ disjoint finite sets ($p \geq 1$): $\Delta = \Delta_1 \cup \cdots \cup \Delta_p$, where $\Delta_i = \{\delta_{i1}, \ldots, \delta_{im_i}\}$ ($i = 1, \ldots, p$). Let $L = K\langle \eta_1, \ldots, \eta_n \rangle$ be a $\Delta$-field extension of $K$ with the finite set of $\Delta$-generators $\eta = \{\eta_1, \ldots, \eta_n\}$ and $\Phi_\eta(t_1, \ldots, t_p)$

$$
= \sum_{i_1=0}^{m_1} \cdots \sum_{i_p=0}^{m_p} a_{i_1\ldots i_p} \binom{t_1 + i_1}{i_1} \cdots \binom{t_p + i_p}{i_p}
$$

the corresponding dimension polynomial.

Let $E_\eta = \{(i_1, \ldots, i_p) \in \mathbb{N}^p | 0 \leq i_k \leq m_k \ (k = 1, \ldots, p) \text{ and } a_{i_1\ldots i_p} \neq 0\}$. Then $d = \text{deg } \Phi_\eta, a_{m_1\ldots m_p}$, elements $(k_1, \ldots, k_p) \in E_\eta'$, the corresponding coefficients $a_{k_1\ldots k_p}$ and the coefficients of the terms of total degree $d$ do not depend on the choice of the system of $\Delta$-generators $\eta$. 
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Example 4.

Let $F$ be a differential field with a basic set $\Delta = \{\delta_1, \delta_2\}$, $G = F\langle \eta \rangle$ and the defining equation on the $\Delta$-generator $\eta$ is as follows.

$$\delta_1^a \delta_2^b \eta + \delta_2^{a+b} \eta = 0 \quad (2)$$

where $a, b \in \mathbb{N}$. In other words, $G$ is $\Delta$-isomorphic to the quotient field $Q(F\{y\}/P)$ where $P$ is the linear $\Delta$-ideal of $F\{y\}$ generated by $f(y) = \delta_1^a \delta_2^b y + \delta_2^{a+b} y$.

It can be shown that

$$\omega_{\eta/F}(t) = (a + b)t - \frac{(a + b)(a + b - 3)}{2}$$

and

$$\Phi_{\eta}(t_1, t_2) = (a + b)t_1 + at_2 + 2a + b - ab - a^2.$$
Comparing the classical Kolchin polynomial $\omega_{\eta/F}(t)$ and the polynomial $\Phi_{\eta}(t_1, t_2)$ we see that $\omega_{\eta/F}(t)$ carries two differential birational invariants, its degree 1 and the leading coefficient $a + b$, while $\Phi_{\eta}(t_1, t_2)$ carries three such invariants, its total degree 1, $a + b$, and $a$ (therefore, $a$ and $b$ are uniquely determined by the polynomial $\Phi_{\eta}$). In other words, if $\xi = \{\xi_1, \ldots, \xi_q\}$ is any other system of $\Delta$-generators of the $\Delta$-extension $G/F$, then
\[
\omega_{\xi/F}(t) = (a + b)t + c_1 \quad \text{and} \quad \Phi_{\xi}(t_1, t_2) = (a + b)t_1 + at_2 + c_2
\]
for some integers $c_1$ and $c_2$. Thus, $\Phi_{\eta}(t_1, t_2)$ gives both parameters $a$ and $b$ of the equation (2) while $\omega_{\eta/F}(t)$ gives just the sum of the parameters.
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